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Abstract—
A better understanding of agents’ behaviour in a dynamic

traffic environment is required for an efficient modelling and
navigation of autonomous vehicles. In this project we plan to
address the problem of motion forecasting of traffic actors
through experimentation on the Argoverse Motion Forecasting
dataset. We attempt to tackle this challenge using generative
adversarial networks (GANs) and compare out results with
baseline methods of seq-to-seq prediction and social LSTM
provided by the Argoverse Challenge.

Index Terms—Behavior Prediction, Autonomous vehicles,
GANs, LSTM

I. INTRODUCTION

Autonomous vehicles will soon share roads with the hu-
mans, and it is essential for the vehicle to estimate the human
driver’s intention in order to make better decision. This process
of proactively anticipating the traffic actor’s future behavior is
generally termed as motion forecasting (a.k.a. behavior predic-
tion). That being said, modelling the behavior of a vehicle is
a challenging problem [1]. This requires a deep understanding
of the subtle traffic scenarios which include interdependence
with multiple obstacles (pedestrians and vehicles). Hence,
predicting the behaviour of a vehicle also requires modelling
the behaviour of the surrounding vehicles/pedestrians. Further
more there are challenges such as well structured motion of
a vehicle and it’s high-inertia which doesn’t allow them to
instantly change their trajectory. Also there is the problem of
multi-modal behaviour of vehicles which means given the fast
motion of a vehicle, there may exist more than one possible
future behaviour for it.

The Argoroverse motion forecasting dataset [2] is a large-
scale collection of vehicle trajectories given by Argo AI. In
this work, we use the motion forecasting dataset given by
Argo AI for two reasons. First, the dataset includes map data
which is critical to the development real world autonomous
systems. Second, it captures interesting scenarios such turns
at intersections, lane changes and driving with many vehicles
nearby. A sample of the argoverse data with map features can
be seen in Fig. 1.

A review of various deep-learning based vehicle behavior
approaches has been provided by [3]. Which states that Long-
Short Term Memory networks(LSTM) are very successful and
commonly used to model and learn sequence to sequence
mapping using the Encoder-Decoder modules [4]. In recent
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years, there has been great progress in pedestrian trajectory
prediction using datasets such as ETH [5](slpit into ETH
and Hotel) and UCY [6](split into ZARA-01, ZARA- 02
and UCY). Some of the most popular works on pedestrian
trajectory prediction include [7] [8] [9] [10] [11]. [7] uses
a LSTM framework with spatial pooling method to model
nearby pedestrians. [8] [11] use a Generative model with
LSTM Encoder Decoder setup to approach the trajectory
prediction problem and have achieved better results than [7].

All of the aforementioned works focus on pedestrian
datasets [6], [5]. But, as mentioned earlier vehicles have a lot
more constrained motion which is important for the network
to capture. There is also the problem of multi-modality which
needs to be addressed in vehicle behaviour modelling. That be-
ing said [8] models the behaviour of a pedestrian and generates
socially acceptable trajectories which account for constrained
motion of a person in presence of other pedestrians. [8]
also captures the multi-modal behaviour of a pedestrian. This
clearly addresses the challenges of behaviour prediction of
vehicles which were mentioned before. Therefore, In this work
we propose to tackle the general problem of motion forecasting
using Generative Adversarial Networks (GANs) [8] which has
originally been used to predict the motion of the pedestrians
interacting with each other. Furthermore, we compare the
results from this implementation with the provided baseline
methods in [2].

One interesting addition to the existing framework would
be to include map features as a network input along with
the trajectories. Map features are important when it comes
to modeling the behaviour of a vehicle as they provide subtle
details of the environment in which the agent navigates and
these are provided by the argoverse dataset.

Fig. 1. Sample data from Argoverse Motion Forecasting Dataset [2]. Red -
Target Vehicle, Green - Ego Vehicle, Light Blue - Other traffic actors



A. Research contribution

The key contribution in our work is the data-prepossessing
which enabled us to channel vehicle data into the pedestrian
trajectory prediction pipeline of Social GAN. We also added
the neighbouring agent’s trajectories as an input to the network
which might help in modelling the interactions between the
vehicle and it’s neighbourhood. Section-V discusses these in
detail.

II. RELATED WORK

Research in trajectory prediction can be majorly classified
into types, RNN based, GAN based and Hybrid methods which
consist of networks that integrate two or more deep learning
architectures.

RNN Models for Trajectory Prediction: The task of se-
quence prediction has been approached with Recurrent Neural
Networks and its varients such as LSTMs and GRUs. LSTMs
have been proven useful when analysing spatio-temporal data.
In [7] Alahi et al. have proposed Social LSTM which tack-
els the challenges of Trajectory predcition through a data
driven approach. They extend LSTMs for Human trajectory
prediction while discussing the shortcomings of naive LSTM
implementations in capturing dependencies between multiple
correlated sequences. They address this issue by adding a
novel ”Social” pooling layer which allows the LSTMs to
share their hidden state with one another. This results in the
Social LSTM automatically learning the interactions between
trajectories and accounts for the behaviour of other actors in
the scene while predicting a person’s path.

Generative Modesl for Trajectory Prediction: Generative
models involve a minmax game between a generator and
a discriminator. They have mainly been used for tasks that
have multiple possible outputs for a given input. In [8]
Gupta et al. have presented Social GAN, another pedestrian
trajectory prediction network which takes into account the
motion of neighbours such as their direction of motion,
velocity and the end destination. Their GAN based encoder-
decoder architecture addresses the multi-modality problem of
trajectory prediction. They use a novel pooling layer which
models human-human interaction and a loss function which
encourages the network to produce multiple trajectories for
the same observed sequence.

Another notable approach that uses adversarial learning for
trajectory prediction is the work of Amirian et al. in Social
Ways [11]. They use a GAN based LSTM Encoder-Decoder
architecture to predict trajectories. In their work they have
ignored the L2-loss in training the generator, claiming that it
causes mode collapse through faster convergence. They define
an attention-based pooling network that borrows from neuro-
science and bio-mechanics literature to account for the human-
human interaction. To verify the the preservation of multi-
modality in trajectory prediction distribution, they present a
synthetic dataset of trajectories that can be used to asses the
performance of different methods. Hybrid methods:

III. METHOD

Predicting future motion of the vehicles can be a task
of learning its underlying physics of motion i.e. kinematics
and dynamics of the vehicle. But being driven by a human
being, a social element is added to the aforementioned aspects,
enabling the vehicle to respect social distance and safety. Thus,
to enable more realistic predictions, we take into account the
motion of other traffic actors in the environment. In this sec-
tion, we discuss the GAN based encoder-decoder architecture
inspired by [8] which was originally designed for predicting
pedestrian motion.

Some terminologies used in the paper are as follows:
• Target vehicle: Vehicle whose trajectory is to be pre-

dicted.
• AV vehicle: Autonomous vehicle that collected the data.
• Other agents: traffic actors such as pedestrians, bicycles,

other vehicles in the environment.

A. Problem Definition

The motion forecasting task is formulated as: Given the
past position trajectories of the traffic actors as Xi = (xi

t, yi
t)

for time steps t = 1, .., Tobs, predict the future trajectory of
the Target vehicle (i = 1) as Ŷ1 = (x1

t, y1
t) for time steps

t = Tobs+1, .., Tpred.

B. Socially-Aware GAN

Our model consists of three key components: Generator (G),
Pooling Module (PM) and Discriminator (D). G is based on
the Encoder-Decoder framework where the hidden states of
the Encoder are passed to the Decoder via PM. G takes Xi as
the input and outputs the predicted trajectory Ŷ1. Discriminator
takes the entire trajectory of the target vehicle (t = 1, .., Tpred)
as an input and classifies it as fake/real as shown in the Fig
2.

Generator: First the the location of each traffic actor is
embedded using a single layer MLP to get a fixed length vector
eti. The embedding is then passed to the LSTM cell of the
encoder.

eti = φ(xti, y
t
i ;Wee)

htei = LSTM(ht−1
ei , eti;Wenc)

(1)

where, φ() is that embedding function with ReLU non-
linearlity, Wee is the embedding weight. Same LSTM weights
Wenc are used across all traffic actors in the scene.

Pooling Module: This module does the key job of sharing
information across all LSTMS. The Pooling module computes
the Euclidean distance of target vehicle from each traffic actor
in the scene, concatenated and passed through an MLP to
obtain pooled hidden state P .

Traditionally, GANs take as input noise and generate sam-
ples. Our goal is to produce future scenarios which are
consistent with the past. This is done by conditioning the
output of the decoder by initializing the hidden state of the
decoder by,



Fig. 2. System overview [8]

cti = γ(P, htei;Wc)

htdi = [cti, z]
(2)

To achieve this, the output of the pooling module along with
the encoder hidden states are passed through an MLP to get
the noise input that can be fed to the decoder. The trajectories
are then obtained as:

eti = φ(xt−1
i , yt−1

i ;Wed)

P = PM(ht−1
d1

, ht−1
dn

)

htdi
= LSTM(γ(P, ht−1

di
), eti,Wdecoder)

(x̂ti, ŷ
t
i) = γ(htdi

)

(3)

Discriminator: The discriminator consists of a separate
encoder. Specifically, it takes as input Treal = [Xi, Yi] or
Tfake = [Xi, Yi] and classifies them as real/fake. We apply
a MLP on the encoder’s last hidden state to obtain a classifi-
cation score. The discriminator will ideally learn subtle social
interaction rules and classify trajectories which are not socially
acceptable as “fake”.

C. Losses

The Generative model G captures the data distribution and
a Discriminitive model D that estimates the probability that a
sample came from the training data rather than G. The training
process is thus similar to a two-player min-ax game with the
following objective function,

min
G

max
D

V (G,D) =

Ex pdata(x)[logD(x)] + Ez p(z)[log(1−D(G(z)))]

For our application, along with the adversarial loss, we used
L2 loss on the predicted trajectory which measures how far
the generated samples are from the actual ground truth.

IV. THE ARGOVERSE DATASET

The main inspiration of the project was the Argoverse
Motion Forecasting Competition organised by Argo AI in
NeurIPS 2019 Workshop. The company launched the Ar-
goverse Dataset to aid the academic community in making

advancements in key perception and forecasting tasks for self-
driving technology, and to provide resources to explore the
impact of high-definition maps on these tasks.

The Argoverse motion forecasting dataset consists of
324,557 five second long sequences of vehicles in interesting
scenarios such as 1. vehicles at intersections 2. vehicles taking
left or right turns 3. those which are changing adjacent lanes
and 4. In dense traffic environments. Each sequence contains
the 2D, birds-eye-view centroid of each tracked object sampled
at 10hz, as shown in Fig. 1. The dataset can be downloaded
from Argoverse Website.

V. EXPERIMENTS AND RESULTS

In this section, we evaluate the performance of our network
on the Argoverse Motion forecasting dataset. We divided our
sequence of 5 seconds into observation and prediction of 2
seconds and 3 seconds respectively. The Argoverse motion
forecasting challenge provides us with an API consisting pre-
defined functionalities to implement the baseline algorithms.
However, the API provided falls short of a few functionalities
we required for predicting trajectories in a social context.
These were later added as a part of data preprocessing.

As a result, majority of our efforts went into data prepro-
cessing to enable us to use the pre-existing Social GANs net-
work for pedestrian dataset on our vehicle trajectory prediction
dataset. Some of the key modifications are listed as follows:

• Adding functionality to the Argoverse API to extract
neighbour agent’s trajectories

• In order to learn the relative motion of the vehicle, we
transformed the obtained trajectories to a local reference
frame, relative to the agent’s position at t = 0.

• To ensure consistency in the dataset, we considered only
those actors who were present in the environment for a
complete sequence of 5 seconds.

• Adding functionalities to the Argoverse API to visualize
the predicted trajectories of the agent in the city map.

Evaluation Metrics: We validate our performance with the
baseline methods using the following metrics.

https://www.argoverse.org/data.html


1) Average Displacement Error (ADE): Average L2 dis-
tance between ground truth and our prediction over all
predicted time steps.

2) Final Displacement Error (FDE): The distance between
the predicted final destination and the true final destina-
tion at end of the prediction period Tpred.

Baselines: We compared the performance of Social GAN
with the baselines provided by the Argoverse.

1) Linear: A linear regressor that estimates linear parame-
ters by minimizing the least square error.

2) LSTM ED: A simple LSTM Encoder-Decoder frame-
work with no pooling mechanism.

3) S-LSTM: The method proposed by Alahiet al. [7]. Each
person is modeled via an LSTM with the hidden states
being pooled at each time step using the social pooling
layer.

The comparative results have been summarized in the Table
I.

BASELINE ADE FDE

Constant Velocity 3.55 7.89
LSTM ED 2.27 5.19

Social LSTM 1.8 3.89
Social GAN 0.035 0.85

TABLE I
COMPARISON OF SOCIAL GAN WITH THE BASELINE ALGORITHMS

As seen the the Table I, the Social GAN network has outper-
formed all the baseline algorithms on the Argoverse dataset.
The code to our implementation can be found at our Github
repository: https://github.com/sapan-ostic/deep prediction.git

A. Qualitative Results

Fig. 3. Left turn predicted by the network correctly.

The qualitative results accurately present the future trajec-
tory of the target vehicle (as seen in Fig. 3 - 5). The trajectory
in yellow corresponds to the observed trajectory of the target
vehicle. Predicted and target (ground truth) trajectories are in
green and red respectively. The trajectory of the AV agent
is represented in pink. Motion of other agents is depicted in
purple head with blue tail.

Fig. 4. Position of vehicle at T=5s correctly predicted by the network.

Fig. 5. Right turn predicted by the network correctly.

VI. CONCLUSION AND FUTURE WORK

Implemented Social Generative Adversarial Networks on
the Agroverse Motion forecasting dataset to address the
issue of motion forecasting. We evaluated this model by
computing the predication error considering two metrics i.e
Average Displacement error (ADE) and Final Displacement
error (FDE). The results have then been compared with the
baseline algorithms i.e constant velocity model, LSTM and the
social LSTM model that has been provided by the Argoverse
Challenge.

In the current implementation, no map information has been
provided to the model, resulting in the incorrect predictions of
the target vehicle motion as seen in Fig. 3. Thus, the future
work involves embedding the map information along with
the trajectories of the agents. We also plan to evaluate the
performance of the model for nuScenes prediction dataset [12]
dataset provided by APTIV. With these improvements we plan
to participate in the Argoverse Motion Forecasting Challenge
in the upcoming CVPR 2020 conference.

https://github.com/sapan-ostic/deep_prediction.git


Fig. 6. As no map information is provided to the network, it incorrectly
predicts the target vehicle moving out of drivable area.
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modal distributions of pedestrian trajectories with gans,” in Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition
Workshops, 2019, pp. 0–0.

[12] H. Caesar, V. Bankiti, A. H. Lang, S. Vora, V. E. Liong, Q. Xu, A. Kr-
ishnan, Y. Pan, G. Baldan, and O. Beijbom, “nuscenes: A multimodal
dataset for autonomous driving,” arXiv preprint arXiv:1903.11027, 2019.


	Introduction
	Research contribution

	Related Work
	method
	Problem Definition
	Socially-Aware GAN
	Losses

	The Argoverse Dataset
	Experiments and Results
	Qualitative Results

	Conclusion and Future Work
	References

